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ABSTRACT

Dissimilar test cases have been proven to be effective to reveal faults in software systems. In the Software Product Line (SPL) context, this criterion has been applied successfully to mimic combinatorial interaction testing in an efficient and scalable manner by selecting and prioritising most dissimilar configurations of feature models using evolutionary algorithms. In this paper, we extend dissimilarity to behavioural SPL models (FTS) in a search-based approach, and evaluate its effectiveness in terms of product and fault coverage. We investigate different distances as well as as single-objective algorithms, (dissimilarity on actions, random, all-actions). Our results on four case studies show the relevance of dissimilarity-based test generation for behavioural SPL models, especially on the largest case-study where no other approach can match it.

CCS Concepts

• Software and its engineering → Software product lines; Software testing and debugging; • Mathematics of computing → Evolutionary algorithms;
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1. INTRODUCTION

During the two last decades, Software Product Line (SPL) engineering has developed many techniques to perform SPL testing [10, 17]. Many of those techniques use model-based testing approaches in order to reduce the testing efforts caused by variability inherent to SPLs. Among those approaches, we may cite Feature Diagram (FD) sampling techniques such as pairwise testing, which generates a set of tested products such that each possible pair of features of the SPL is present in at least one tested product [25, 34, 36].

More recently, the community has switched from the sole selection of products to test to the generation of test cases for SPLs. Delta-oriented SPL testing allows to incrementally build test cases for product lines while ensuring stable coverage [30]. In our previous work [14], we suggested to use Featured Transition System (FTS), a mathematical model defined by Classen et al. [8] used to compactly represent the behaviour of a SPL, as a base model for testing. This model-based testing process generates test cases based on the behavioural aspect of a SPL represented by the FTS. We formulated the test case selection from a FTS as an optimisation problem trying to maximise a coverage measure in the FTS (e.g., states, actions, or transitions coverage) while minimizing/maximizing the number of products needed to execute all the test cases [14]. On a more theoretical aspect, Beohar and Mousavi [3] redefined an input output conformance (ioco) relation (used to ensure that given implementation is conform to a specification) [37] for FTSs.

We designed a framework to perform behavioural test cases selection for SPLs using FTS as a model of the behaviour of the SPL [14]. We already redefined classical coverage criteria for transition systems [14], implemented and evaluated some of them [15] in our Variability Intensive Behavioural teSting (VIBeS) framework [11]. In this paper, we introduce a new criteria based on a dissimilarity selection approach. The idea is to generate test cases that cover different behaviours and related feature configurations based on distance metrics. It has been empirically shown by Hemmati and Briand [20] that such test cases are more likely to discover bugs. In addition, dissimilarity was shown as effective in SPLs by Henard et al. [22] for selection of products to test (to mimic t-wise product selection for large SPLs) in a feature model. Concerning behavioural dissimilarity, Mondal et al. [32] showed on code that the dissimilarity-driven test case selection is slightly more effective than code coverage driven approaches. To our knowledge, there is no approach combining feature and behavioural similarity for SPLs.

In this paper, we offer:

• A dissimilarity-driven search-based algorithm that maximises the distance amongst FTS test cases and the distance amongst related feature configurations (product coverage). The algorithm is configurable to provide: i) different ways to combine objectives (adding or multiplying them, single/bi-objective dissimilarity) and ii)
different distances at the behavioural level (Hamming, Levenshtein, Jaccard, Dice, Anti-dice) [18], feature configuration distances are computed using the Jaccard index [24].

- The evaluation of this algorithm on four case studies, showing the effectiveness of our approach with respect to random and all-actions. We explore the influence of different distances (Hamming, Levenshtein, Jaccard, Dice, Anti-dice) on the results, showing for example that, amongst the 120 configurations of the algorithm, the single-objective version using Hamming distance provides optimal performance on the largest case study.
- The implementation and evaluation results of our approach are available on the following website: https://projects.info.unamur.be/vibes/

In the remainder of this paper, Section 2 presents SPL modelling and dissimilar test cases generation; Section 3 presents our approach with its evaluation and results in Section 4; Section 5 presents the related work; and finally Section 6 concludes the paper as well as outlines future perspectives.

2. BACKGROUND

This section introduces the behavioural modelling of SPLs with Feature Diagrams (FDs) and Featured Transition Systems (FTSs), and dissimilarity testing.

2.1 Software Product Line Modelling

Variability Modelling. Software Product Line engineering is based on the idea that (software) products of a family (i.e., a product line) can be built by reusing assets, some common to all products and some specific to a subset of the product line. This variability is captured through the notion of feature and organised in a Feature Diagram (FD) [26]. For instance, Fig. 1 presents the FD of a card payment terminal. This machine \( t \) accepts card payment with a certain payment schema \( ps \) (direct debit \( dd \) and/or credit card \( cr \)), using a card owner authentication method (signature \( sig \) and optionally PIN code \( pin \)), and with a synchronous \( on \) or asynchronous \( off \) connection to the payment service.

Behavioural Modelling. Various modelling techniques exist to represent behavioural aspects of a SPL. Classen et al. [8] define Featured Transition Systems (FTSs) to compactly represent the behaviour of a SPL as a Transition System (TS) where transitions are labelled with feature expressions, i.e., Boolean expressions over features representing the set of products able to fire the transition. Formally, a FTS is defined as a tuple \((S, Act, trans, i, d, \gamma)\), where: (i) \( S \) is a set of states; (ii) \( Act \) a set of actions; (iii) \( trans \subseteq S \times Act \times S \) is the transition relation (with \((s_1, \alpha, s_2) \in trans\) sometimes noted \(s_1 \xrightarrow{\alpha} s_2\)); (iv) \( i \) the initial state of the FTS; (v) \( d \) is a FD; (vi) \( \gamma : trans \rightarrow [d] \to \{T, \bot\} \) is a total function labelling each transition with a Boolean expression over the features, which specifies the products that can execute the transition \([d] \) denotes the semantics of the FD \( d \), i.e., all the different products that may be derived from \( d \). For instance, the FTS in Fig. 2 represents the behaviour of a card payment terminal SPL corresponding to the FD in Fig. 1: for instance \( App Init \) \( check PIN online/ on \lor pin \) \( CH verified \) is labelled with the \( pin \land on \) feature expression meaning that only products with the PIN \( (pin) \) and on-line \( (on) \) feature may fire this transition.

2.2 Dissimilarity Testing

Dissimilarity testing is a technique used to select a subset of a set of test cases, which aims to maximise the fault detection rate, by increasing diversity among test cases [5,19]. This diversity is characterised by a dissimilarity heuristic defined over the different test cases. For instance, in behavioural model-based testing, one may define a distance between two test cases defined as sequences of actions \( (\alpha_1, \alpha_2, \ldots, \alpha_n) \) in a TS as the number of actions that differ from one test case to the other (i.e., the number of actions in the first test case that are not in the second and vice versa). Hemmati et al. [19] empirically demonstrate that in single system model-based testing, dissimilar test suites find more faults than similar ones. Mondal et al. explored code coverage and test case diversity interact in fault-finding abilities of test suites [32]. Results are better for diversity-based test suites, though results are overlapping. The authors conclude that coverage and diversity may complement each other nicely in a multi-objective search-based scenario.

SPLs Dissimilar Test Case Generation. Henard et al. [22] applied dissimilarity testing to SPL in order to generate and prioritize products to test. The idea was to mimic the combinatorial interaction testing (CIT) generation for SPLs [29,34], in which valid combinations of features are
covered at least once. CTT-based generation for large SPLs raises a computational challenge because of the number of features and constraints involved, forming a large and complex search space. To deal with this, a search-based (1+1) algorithm [16] was designed: an initial population of products (computed from a FD using a SAT solver) is evolved in order to maximise the distance amongst the combinations of features (i.e., the products). This distance, based on the Jaccard index [24], serves as the fitness function, improving the global coverage of the population. This approach has shown good results for large values of interaction strength and large FDs (up to 7000 features) while allowing the tester to specify their test budget. The relevance of this strategy was independently confirmed by Al-Hajjaji et al. [1].

Considering this body of knowledge, we combine dissimilarity for SPLs at the product level, that maximise product coverage, with test case dissimilarity, that maximise behaviour coverage, to provide a bi-objective algorithm presented in the next section.

3. APPROACH

Prior to the introduction of our bi-objective algorithm, we define FTS test cases and explain how they can be generated randomly.

FTS Test Case. A test case tc is a sequence of actions (α₁,...,αₙ) in a FTS (fts) that may be executed by at least one product in [d] (representing all the valid products of the FD d).

Formally:

\[ \exists p \in [d] : fts_p((\alpha_1=\alpha_2=\ldots=\alpha_n)) \]

Where fts_p represents the projection of fts using p (i.e., the transition system representing the behaviour of the product p obtained by evaluating the feature expressions in fts using p as true/false assignment for the features) [8], and fts_p((α₁=α₂=\ldots=αₙ)) is equivalent to \( i \in \{1,\ldots,n\} \), meaning that there exists a state \( s_i \in S \) with a sequence of transitions labelled (α₁,\ldots,αₙ) from \( i \) to \( s_j \) in the projection of the FTS onto p. The set of FD products able to execute this test case is defined as:

\[ prod(fts,tc) = \{ p \in [d] | fts_p((\alpha_1=\alpha_2=\ldots=\alpha_n)) \} \]

For instance, the test case \( no\_go = \{ insert\_card, init\_schema, check\_PIN\_online, no\_go, abort, remove\_card \} \) may be executed by products with the dd or cd features and on and pin features, \( prod(\text{cpterminate}, no\_go) \) will contain 4 products.

As in other classical model-based testing approaches, the generated (abstract) test cases will be concretized using some mapping [28] in order to have a (concrete) test case directly executable by the system. This last step is beyond the scope of this paper and left for future work.

3.1 Random FTS Test Case Generation

In our previous work [15] we presented a first implementation of a random test case generation algorithm. This algorithm was not optimal as it performs validation \( a \ posteriori \): it first generates a sequence of actions using the FTS without considering feature expressions and verifies afterwards that this sequence may be executed by a valid product of the product line using a SAT solver. In this paper, we improve this algorithm to directly consider sequences of actions executable by a valid product. Our random algorithm, which is presented in Algorithm 1, takes as input a FTS without deadlock (which may be verified beforehand using the ProVeLines FTS model checker [9]) and produces a random test case executable by at least one product of the SPL. The algorithm loops while we are not back to the initial state. At each iteration, a transition is selected such as if its associated action is added to the test case, at least one product of the product line may execute it (line 3), the action of this transition is then added to the test case (line 5).

3.2 Bi-objective Test case Generation

Our bi-objective test case generation algorithm tries to maximise both the product and the behaviour coverage of a set of test cases. To do so, it will compute a dissimilarity distance between test cases based on the products able to execute each test case (using the FTS) and the actions appearing in those test cases. Two test cases are dissimilar (distance equals 1) if they do not share the same actions and they may be executed on dissimilar products. Formally, considering a FTS fts the dissimilarity between 2 test cases \( tc_1 = (a_1,\ldots,a_n) \) and \( tc_2 = (\beta_1,\ldots,\beta_n) \) derived from this FTS is defined as:

\[ diss(fts,tc_1,tc_2) = diss_p(prod(fts,tc_1),prod(fts,tc_2)) \]

\[ \otimes diss_a((a_1,\ldots,a_n), (\beta_1,\ldots,\beta_n)) \]

Where \( diss_p : [d] \times [d] \to [0,1] \) computes a dissimilarity distance between the products, \( diss_a : Act^+ \times Act^+ \to [0,1] \) computes a dissimilarity distance between the actions, and \( \otimes : [0,1] \times [0,1] \to [0,1] \) is an operator combining the products and actions distances to return a global dissimilarity distance between the two test cases. In our evaluation in Section 4, we use the multiplication (\( \times \)) and average (avg) operators.

Product Dissimilarity. To compute the product dissimilarity (\( diss_p \)), we use the Jaccard index [24] which shows good results in the work of Henard et al. [22]. This index is a set-based dissimilarity distance, computed using the following formula:

\[ diss_p(s_1, s_2) = 1 - \frac{\#(s_1 \cap s_2)}{\#(s_1 \cup s_2)} \]

Actions Dissimilarity. The dissimilarity distance between two sequences of actions may be computed using sequence-based distances or set-based distances (like the Jaccard index) if we assimilate sequences of actions to sets of actions [19]. In our evaluation in Section 4, we consider both set-based distances (Hamming, Jaccard, dice, and anti-dice

Input: fts: a FTS without deadlock
Output: A random test case
Data: tc: test case; next: state; t: transition

1 begin
2 \( \text{tc} = () \);
3 while next \( \neq i \) do
4 \( t = \text{random}((\{s_i,a,s_j\} \in fts pretext | prod(fts,tc + a) \neq \emptyset )) \);
5 \( \text{tc} = \text{tc} + t.a; \)
6 next = t.s;
7 end
8 return tc;
9 end

Algorithm 1: Random FTS test case selection algorithm
Algorithm 2: Search-based dissimilarity selection algorithm

Input: $fts$: a FTS without deadlock; $k$: the number of test cases; $d$: the duration

Output: A set of test cases

begin
    $s = \{\}$;
    for $i \in [0:k]$ do
        $s$.append(random($fts$));
    end
    start = time();
    while time() < start + time() do
        sort($s$);
        candidate = $s$.copy().removeLast().append(random($fts$));
        if fit($fts$, candidate) > fit($fts$, $s$) then
            $s$ = candidate;
        end
    end
    return $s$;
end

Dissimilarity Selection Algorithm. First, the algorithm initialises a random set of test cases (line 3) with $k$ elements, this set is improved in order to maximise the fitness value in a $\mathcal{O}(1+1)$ without mutation nor crossover evolutionary algorithm [22] (Algorithm 2 explained hereafter) to characterize a set of test cases:

$$fit : FTS \times Act^+ \times \ldots \times Act^+ \rightarrow \mathbb{R}_+$$

Dissimilarity Selection Algorithm. First, the algorithm initialises a random set of test cases (line 3) with $k$ elements, this set is improved in order to maximise the fitness value in a $\mathcal{O}(1+1)$ without mutation nor crossover evolutionary algorithm [22] (Algorithm 2 explained hereafter) to characterize a set of test cases:

$$fit : (fts, tc_1, \ldots, tc_k) \mapsto \sum_{j \geq 1} dist(fts, tc_i, tc_j)$$

Dissimilarity Selection Algorithm. First, the algorithm initialises a random set of test cases (line 3) with $k$ elements, this set is improved in order to maximise the fitness value in a $\mathcal{O}(1+1)$ without mutation nor crossover evolutionary algorithm [22] (Algorithm 2 explained hereafter) to characterize a set of test cases:

$$fit : (fts, tc_1, \ldots, tc_k) \mapsto \sum_{j \geq 1} dist(fts, tc_i, tc_j)$$

Table 1: Models characteristics with the number of states, transitions and actions, the average input/output degree of the states in the FTS, and the number of features and possible products of the FD.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>S. V. Mach.</td>
<td>95</td>
<td>45</td>
<td>135</td>
<td>1.44</td>
<td>9</td>
<td>24</td>
</tr>
<tr>
<td>Minepump</td>
<td>35</td>
<td>12</td>
<td>30</td>
<td>1.15</td>
<td>9</td>
<td>32</td>
</tr>
<tr>
<td>C. P. Term.</td>
<td>11</td>
<td>17</td>
<td>21</td>
<td>1.55</td>
<td>21</td>
<td>4.774</td>
</tr>
<tr>
<td>Claroline</td>
<td>106</td>
<td>2053</td>
<td>106</td>
<td>19.37</td>
<td>44</td>
<td>5.40672</td>
</tr>
</tbody>
</table>

Table 2: Execution time ($\text{Time (dist)}$) and number of test cases ($\text{count (allactions)}$) measured for the 6 all-actions coverage test sets generation.

<table>
<thead>
<tr>
<th>Model</th>
<th>Time (dist)</th>
<th>T.e. count (allactions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S. V. Mach.</td>
<td>1.03 sec.</td>
<td>0.094</td>
</tr>
<tr>
<td>Minepump</td>
<td>1.18 sec.</td>
<td>0.189</td>
</tr>
<tr>
<td>C. P. Term.</td>
<td>1.24 sec.</td>
<td>0.263</td>
</tr>
<tr>
<td>Claroline</td>
<td>3.42 sec.</td>
<td>1.814</td>
</tr>
</tbody>
</table>

is not randomly generated and found the $\mathcal{T}(+1)$ strategy to be cost-effective [19]. Contrary to feature-based dissimilarity [1, 22], a SAT solver is only used for $\text{prod}(FTS, tc)$ and cannot affect generation.

4. EVALUATION

To assess our approach presented in Section 3 we define the following research questions: 

RQ.1 How does the similarity-driven search based approach compare to all-actions and random test selection with respect to fault finding and product coverage? 

RQ.2 How does the choice of a given distance influences the results?

The evaluation has been done on 4 case studies and implemented in VIBoS [11], our model-based testing framework dedicated to variability intensive systems.

4.1 Setup

We consider 4 models from different sources with different sizes as input to different test case selection processes. In order to avoid bias using random generation, we run the evaluation 6 times for each model and each configuration of the algorithm (6 configurations overall) presented in this section.

Models. The four case studies are: the Soda Vending Machine representing a SPL of beverage vending machine [7], the Minepump representing a SPL of pumps used to pump water from a mine while avoiding methane explosion [7], the Card payment terminal presented in Fig. 2, and the Claroline-based system representing the navigational usage mined from an Apache weblog of a highly configurable course platform used at the University of Namur [13]. Table 1 presents the characteristics of the models: the number of states, transitions, and actions; the average input/output degree of the states; the number of features in the FD; and the number of possible products for this FD.

Test Cases Generation. For each model, we generate a set of test cases which satisfies the all-actions coverage criteria (i.e., when executing all the test cases, all the actions of the system are executed at least once) and measure

\[^1\]For more information about local and global sorting, the interested reader may refer to [22].

\[^2\]All the models and tools may be downloaded at https://projects.info.unamur.be/vibes/.
the generation time \(d_{\text{allactions}}\). The number of test cases in this set \(k_{\text{allactions}}\) and the generation time \(d_{\text{allactions}}\), presented in table 2 for the 6 executions, are used as input for Algorithm 2. To assess time impact \(d\) on the results, we consider the following values: \(1 \times d_{\text{allactions}}, 2 \times d_{\text{allactions}}, 10 \times d_{\text{allactions}}, 100 \times d_{\text{allactions}}\), for each action dissimilarity distance described in Sec. 3.2 and using local and global distances for the sort in Algorithm 2. Rows and columns in table 4 show the parameters values used for Algorithm 2: the top rows indicate the actions dissimilarity distance \(d_{\text{allactions}}\) and the operator \(\otimes\) used to combine it with the product distance \(d_{\text{prod}}\) or if the actions dissimilarity distance is used alone, i.e., in a single-objective configuration of the algorithm (denoted by Sing. in the table); the leftmost columns indicate which sorting method is used (global or local) and the time considered for the algorithm \(1 \times d_{\text{allactions}}, 2 \times d_{\text{allactions}}, 10 \times d_{\text{allactions}},\) or \(100 \times d_{\text{allactions}}\). A random set of \(k_{\text{allactions}}\) test cases is also generated using Algorithm 1. In total, we generated 122 sets of test cases for each model.

**Fault Injection and Test Sets Execution.** To measure the quality of the generated test sets, we use fault seeding, a very popular method to assess the fault-finding ability of a test set [31]. As in our previous work [15], we randomly select states, transitions, and actions to mark them as faulty (i.e., containing a fault), if a state/transition/action is selected more than once, it is only counted as 1 during the fault detection. We then execute the test set on the FTS and consider that a fault is revealed as soon as the faulty states is reached, the faulty transitions are fired, and the faulty actions are executed. Random selection has an upper bound of 66% of faults of the states, actions, and transitions of the FTS. This allows to compare in fine grain way the different approaches. Table 3 presents the average number of faults seeded in the different models during the evaluation.

### 4.2 Results

Fig. 3 presents the coverage distribution of the different sets of test cases generated using Algorithm 2 \((\bigotimes)\), all-actions coverage (■), and random (♦) algorithms. The X axis is the percentage of faults (states, transitions, or actions) discovered when executing the set of test cases (fault cov.). The Y axis is the percentage of products covered by the set of test cases (prod. cov.): for a set \(s\) and a FD \(d\), it corresponds to \(\frac{\#_\text{prod}(s)}{\#_\text{df}}\).

To characterize the sets of test cases (i.e., , the solution space of our bi-objective generation), we compute a reference front, by taking the Pareto front of all the points in Fig. 3. This reference front contains all the sets of test cases maximising the fault and products coverages (i.e., , the best solutions). We give hereafter for each model a podium with the 3 (or more if they have the same frequency) optimal configurations of Algorithm 2 providing solutions that are on the reference front:

- **Soda vending machine** (47 optimal solutions)
  1. Hamming avg., global, \(t = 10\) (freq. = 0.056)
  2. Hamming avg., global, \(t = 1\) (freq. = 0.056)
  3. Antidice sing., global, \(t = 2\) (freq. = 0.056)
  4. Hamming avg., global, \(t = 100\) (freq. = 0.056)

- **Minepump** (6 optimal solutions)
  1. Jaccard sing., global, \(t = 2\) (freq. = 0.222)
  2. Jaccard avg., global, \(t = 10\) (freq. = 0.222)
  3. Antidice sing., global, \(t = 1\) (freq. = 0.222)

- **Card payment terminal** (64 optimal solutions)
  1. Levenshtein sing., global, \(t = 2\) (freq. = 0.029)
  2. Antidice sing., global, \(t = 10\) (freq. = 0.029)
  3. Levenshtein sing., global, \(t = 2\) (freq. = 0.029)
  4. Antidice mul., global, \(t = 2\) (freq. = 0.029)
  5. Antidice avg., global, \(t = 2\) (freq. = 0.029)

- **Claroline** (1 optimal solution)
  1. Hamming sing., global, \(t = 100\) (freq. = 1.0)

Finally, table 4 presents the hypervolume values for the Claroline model for the different sets of test cases. The hypervolume corresponds, for a set of test cases \(s\), to the volume of the solution space dominated by \(s\) [4, 21]. A high value of hypervolume correspond to a set of test cases with a better fault and product coverage.

The raw results for the 6 executions of the different test case selection algorithms and their fault finding evaluation may be downloaded at http://projects.info.unamur.be/vibes

### 4.3 Discussion

**Dissimilarity relevance.** Regarding RQ.1, dissimilarity-based approaches are always able to obtain the optimal results in terms of fault finding ability and coverage. On the three small models, these results are sometimes matched by the all-actions and random approaches (Fig. 3). However, the latter appear less frequently: neither random nor all-actions are on the podium of optimal solutions in terms of frequency. Additionally, on the Claroline case study, the only optimal solution found is a search-based one. We therefore confirm the good results of similarity-driven testing for single product testing [32] and configuration selection at the FD level [22] for behavioural test case selection in an SPL context. The most important finding is that being fully bi-objective is not necessarily an advantage: on the 13 approaches present in the frequency podiums, only 6 are bi-objective. Additionally, a single objective approach dominates alone the Claroline case. This may be due to the nature of the case study, which is not heavily constrained: it is easy to obtain by chance dissimilar configurations. All-actions performance may benefit of this situation as well. Time may be involved in the explanation: for a given amount of time, a bi-objective configuration will necessarily iterate less than a single-objective one. When bi-objective is optimal, the average \((\sum)\) composition operator gives the best results as only one \(mul\) approach appears on our podiums. Time given to the search-based algorithm has an (expected) influence on the quality of the results. This is apparent on
the Claroline case where the best hypervolumes are obtained by approaches that are given $t = 100$.

**Distance Impact.** If we consider all the podiums, Hamming and Jaccard-based distances (Dice, Antidice, Jaccard) clearly win over Levenshtein. This may seem surprising since Levenshtein is the only one that is sequence-based taking into account the order of the actions. Levenshtein is more computationally expensive than Hamming and Jaccard-based distances, implying less iterations of the algorithm for a given amount of time. When employed alone (single-objective) on actions, it appears to be the second most performing distance on the Claroline case.

### 4.4 Threats to Validity

**Internal Validity.** Our evaluations have been applied to only 4 models. To mitigate this risk, we chose one example model (Soda Vending Machine), one academic models (Minepump), one hand-crafted model based on card payment documentation and norms (Card payment terminal), and one larger real world model (Claroline). Those models come from different sources and represents different kinds of systems: the card payment terminal, the Minepump, and the Soda Vending machine are embedded system designed by engineers and Claroline is a web-based platform where the model has been reverse engineered from a running instance.

**Construct Validity.** (i) To keep the comparison fair between the different test set generation algorithms, we use the same number of test cases and duration time of the all-actions test case generation to parametrize random and dissimilar test case generations. As the dissimilar test case generation is based on a (1+1) evolutionary algorithm [16], it is very sensitive to the maximal execution time ($d$). The all-actions test case generation may be very fast (for the Soda Vending machine for instance). In order to assess the time influence in the quality of generation for the evolutionary approach, we chose to repeat the test case generation with different $d$ values. (ii) We choose to use a (1+1) evolutionary algorithm [16] to maximize the dissimilarity of the generated test set. This algorithm is simple and to parametrize, and it showed good results to select products to test [22]. Many other algorithms, like adaptive random testing [6], used to generate dissimilar test cases exist [19]. A comparison between those different algorithms is left for future work. (iii) The complete process described in Section 4.1 has been repeated 6 times for each model on a Ubuntu Linux machine (Linux version 3.13.0-65-generic, Ubuntu 4.8.2-19ubuntu1) with an Intel Core i3 (3.10GHz) processor and 4GB of mem-
ory. The complete experiment took approximately 4 days.

**External Validity.** We cannot guaranty that our models are representative of real behavioural models. The Soda Vending Machine, Minepump, and Card payment terminal models are small with few states and transitions. The Claroline model is a larger model reverse engineered from a running web application, this gave us a model with a very flexible navigation (i.e., a large number of transitions) between states (representing pages) with very few exclusive constraints (i.e., feature expressions) on the transitions. This has the side effect to allow many products to execute a large part of the FTS with few behaviours limited to a small subset of the SPL. However, the diversity of the models sources as well as the diversity of considered systems gives us good confidence in the possibilities of this approach. In our future work, we will apply our approach on other kinds of systems from various domains where the transitions from state to state are more constrained and/or where the SPL has specific behaviour exercised only by a small subset of the possible products.

### 5. RELATED WORK

**Dissimilarity in Product Line Testing.** To the best of our knowledge, our approach is the first to consider dissimilarity for behaviour and configurations in SPL testing, research on the topic has solely focused on generating dissimilar configurations of the feature model: Henard et al. [22] defined a product selection approach based on selected feature dissimilarity to mimic the t-wise coverage for large systems and high values of t. This approach has been effective also on smaller systems (with fewer products) by Al-Hajjaji et al. [1]. As mentioned in Section 1, all these approaches are based on the pioneering works on dissimilarity testing at the code level (e.g., [20, 32]).

**Fault Injection.** Fault seeding techniques is a very popular method used to assess the quality of a set of test cases. In our evaluation, we randomly tag states, actions and transitions as faulty. Other approaches include injection of known bugs in the system under test and mutation testing [31, 33]. In mutation testing, a program is modified (mutated) using a mutation operator (e.g., replacing an and operator by a or operator). The number of modified programs (mutants) detected by the test set under evaluation is called mutation score and gives an indication on the fault finding ability of the test set [2]. Classical mutation testing works on code artefacts of an application. With the development of model-based techniques, mutation testing techniques working on model artefacts of an application (e.g., to assess a set of abstract test cases) have been developed [35]. In our previous work, we suggested to use FTSs to represent all the mutants of a TS in a single model and therefore (re)define a set of mutations operators for TSs [12]. Other approaches also define mutation operators for FDs [23] or features to other artefacts mapping [27]. However, to the best of our knowledge, mutation operators for FTSs themselves do not exist (yet). Development of such operators are part of our future work in order to assess the presented and future approaches.

### 6. CONCLUSION AND FUTURE WORKS

In this paper, we have provided a configurable search-based approach supporting single and bi-objective similarity-driven test case selection for behavioural SPLs. Through 4 cases studies, we have demonstrated the superiority of dissimilarity over random and all-actions coverage. We discussed the fact that being bi-objective is not necessarily an advantage in our case studies. The examination of different types of distances has shown that Hamming and Jaccard-based distances are the most efficient.

Future work will investigate further single/bi-objective differences on larger and more constrained case studies. We will assess other selection algorithms like adaptive random testing [6]; together with other sequence-based distances such as global/local alignment, Needleman-Wunsch, and Smith-Waterman [19]; and other kinds of objectives such as test case cost and/or execution time.
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